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ABSTRACT: The branching ratio of the excited-state
population at the conical intersection between the S1 and S0
energy surfaces (ΦCI) of a protonated Schiff base of all-trans
retinal in protic and aprotic solvents was studied by multipulse
ultrafast transient absorption spectroscopy. In particular,
pump−dump−probe experiments allowed to isolate the S1
reactive state and to measure the photoisomerization time
constant with unprecedented precision. Starting from these
results, we demonstrate that the polarity of the solvent is the
key factor influencing the ΦCI and the photoisomerization yield.

■ INTRODUCTION
The conical intersections (CIs) are often encountered in the
photoexcited reactions of polyatomic molecules, and they act as
an efficient funnel enabling ultrafast internal conversion
between different electronic states.1−3 However, understanding
the passage of a polyatomic system through a CI, and especially
the influence of the environment on this passage, remains a
challenging problem.
In particular, the processes happening at CIs are of

paramount importance for retinal proteins, since at this
topological site, the excited-state population can decay into
the reactant ground state or proceed along the isomerization
path ending up in the product ground state.4,5 For example,
rhodopsin (Rh) and bacteriorhodopsin (bR) convert the light
into atomic scale mechanical motions through a photo-
isomerization process with a quantum yield (ΦISO) larger
than 60%.6−9 In other words, the branching ratio of the excited-
state population at the CI (ΦCI), or cis/trans branching ratio, is
directly responsible for the successfulness of the photo-
isomerization reaction. Therefore, the protonated Schiff base
of retinal (PSBR), i.e., chromophore of retinal proteins,
dissolved in various solvents is an excellent model system to
investigate environmental effects on the processes inside and
near the CI.
Here by using multipulse ultrafast transient absorption

spectroscopy, we clearly show that the key factor in
determining the ΦCI of PSBR in liquid phase is the polarity
of the solvent.
A three-step model (Figure 1a) is currently accepted to

describe the excited-state dynamics in bR, as measured in time-
resolved studies.4−6,10−12 In this model, the initial relaxation,
after the photoexcitation, involves a double-bond expansion
and a single-bond compression3,13 (<50 fs). The nuclear wave

packet, prepared in the Franck−Condon (FC) region (Figure
1a, red area), continues to relax along the isomerization
coordinate encountering a small activation barrier on the S1
potential energy surface (PES). The barrier is at the origin of an
excited-state intermediate, known in literature as the
fluorescent state I.4,5,14,15 The molecules that surmount this
barrier follow a barrierless isomerization path arriving to a
peaked CI between the S1 and the S0 PES,

3,16,17 as evidenced by
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Figure 1. Three step models of the all-trans PSBR isomerization: (a)
in bR and (b) in the solvent environment.
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the yellow area on Figure 1a. The same model is valid also for
Rh although, in this case, the barrier is very small.18

The photophysics of PSBR complicates in going from a
protein to a solvent environment, where another branching
close to the FC point appears.19,20 In this case the population
splits between reactive and nonreactive channels (Figure 1b,
red area).19,20 The reactive population, after the initial
relaxation, follows the three-step-model as in the protein but
with a slower dynamics.19−22 Therefore, due to the presence of
nonreactive channel, assessing the value of ΦCI is possible only
if the reactive population is isolated while tracking the reaction
routes at the CI topological site (Figure 1b, yellow area).
Concerning the nonreactive channel's nature and behavior, at

the present, are not clear, and different models can be
considered.23 However, very preliminary hybrid quantum
mechanics/molecular mechanics (QM/MM) calculations, that
include the PSBR chromophore and two counterions for the
QM part and the solvent molecules for the MM part, seem to
suggest that the nonreactive channel could be the rotation of
the β-ionone ring governed by low-energy barrier.24 This
mechanism is compatible with the suggestion of Olivucci et
al.23 that a tiny barrier on the S1 surface modulates the decay of
the excited-state population. Of course, a more advanced and
complete modeling along with more extensive experiments are
needed to clarify this point.
The origin of the microscopic mechanisms that influence the

ΦCI has been the matter of intense research in the last 20 years.
In bR and Rh, since there are no other channels on the way

from the FC region to the CI, such ratio is equal to
photoisomerization yield (ΦCI = ΦISO) and assumes a high
value of >60%. In earlier studies, the correlation between ΦISO
(and ΦCI) and the isomerization velocity has been rationalized
in terms of a Landau−Zener transition25,26 through an avoided
S1/S2 crossing.27−30 This has been supported by the
observations that the high ΦISO (and high ΦCI) in bR and
Rh is accompanied by very fast (200−400 fs) isomerization and
that PSBR in a solvent exhibits a slow down of dynamics to
more than 2 ps19−22 while a 3-fold drop of ΦISO takes
place.31−34

Nonetheless, a doubt that a high diffusion speed of the wave
packet is not sufficient to achieve high ΦCI has started to
emerge from a recent experimental study35 along with other
few computational studies36−39 that we will shortly discuss.
Recent experiments on a biomimetic photoswitch that

mimics the photophysics of the retinal showed that ΦISO, also
in this case equal to ΦCI, remained low (<35%) although
photoisomerization time constants were as fast as 200 fs. This
result and previous studies36−39 suggested that static and
dynamic tuning of the CI induced by the environment must be
considered in condensed phase photochemistry. The static
effects change the PES topography in the vicinity of the CI,
while the dynamic ones mostly affect the path the wavepacket
takes in approaching the conical funnel.
Static effects of the solvent have been noticed in calculations

of the chromophores of green fluorescent protein (GFP)36,37

and photoactive yellow protein (PYP)37 and of a model
PSBR.37,40−42 The common feature in all these systems was
that CIs were formed by intersections of two quantum states of
charge-transfer and covalent character, respectively, so that
solvent orientational degrees of freedom lead to selective
solvation only of the charge-transfer state. Hence, the solvent
was able to change geometry, topology, and energetics of the
CI or even completely remove it.40,42 An ab initio study by Ben-

Nun and co-workers43,44 has shown that a change of the PES
topology can induce substantial effects on ΦCI of the PSBR
chromophore in solution.
Regarding the dynamical solvent effects, Voll and co-

workers44 have calculated that in fulgides, the branching ratio
can be substantially modified by changes of the pathways
through the CI and/or by changes of the time-dependent
potentials and/or changes of the dissipation processes. Recent
quantum dynamics computational study of a model PSBR by
Hynes and co-workers38 showed how dynamical friction effects,
related to the solvation velocity of the solvent molecules, are
important factors in determining the final value of the cis/trans
product ratio (ΦCI). The latter study and previous study of
Warshel and collaborators45 demonstrate how simulations of
the quantum mechanical dynamics is a good approach to
quantitatively predict ΦCI and ΦISO. However, experimental
measurements of ΦCI were lacking for PSBR dissolved in
various solvents. Such measurements would allow clarifying the
nature of the microscopic mechanisms that influence the ΦCI.
In this paper we present an experimental study on PSBR in

solution identifying the environmental effects on this branching
ratio (ΦCI). The selection between reactive and nonreactive
populations was achieved by using a pump−dump−probe
(PDP) transient absorption spectroscopy. This technique
allows measuring the photoisomerization time constant (τR).
Making use of both τR and the excited-state (S1) relaxation
dynamics, obtained from independent pump−probe (PP)
measurements, it is possible to evaluate the relative population
in the reactive state. Finally, using the ΦISO, that was previously
measured by the high-performance liquid chromatography
(HPLC) technique,33 ΦCI can be determined. By following this
procedure, ΦCI was found to be increasing with the solvent
polarity, whereas no correlations between ΦCI and τR were
observed. This result can be rationalized considering that S1
and S0 states have very different charge distributions3,13,17,46

(and are of charge-transfer or covalent character, respectively)
so that solvent dielectric properties have a significant impact
both on the CI geometry and on the surrounding top-
ology.37,40−42

■ EXPERIMENTAL SECTION
The n-butylamine Schiff bases of all-trans retinal were prepared
according to previously described methods22 and protonated using a
three to five-fold excess of trifluoroacetic acid. The solutions were
prepared starting from pure dried solvents, methanol (MeOH),
acetonitrile (ACN), dichloromethane (DCM), and cyclohexane
(cHex) and used as received. The sample steady-state absorption
between 300 and 600 nm was measured by mean of a commercial
spectrophotometer (Pharmacia Biotech Ultraspec 3000). The optical
density (OD) as measured at the absorption maximum (444 in
MeOH, 450 nm in ACN) for a 1 mm thick sample was 0.75−0.9. A 1
kHz regenerative amplifier was used to generate 50−60 fs pulses at
795 nm with an energy of ∼0.6 mJ. By focusing a portion of the
fundamental beam to a 2 mm thick CaF2 crystal, a supercontinuum
(SC) white light was generated.47 The SC beam was split into the
probe and the reference beam by using a metallic-coated beamsplitter.
The probe beam alone was imaged onto the sample to a spot of a ∼70
μm diameter, and it was in spatial−temporal coincidence with the
pump and dump pulse at 400 and 800 nm, respectively, both having
spot size on the sample ≥140 μm. Before arriving on the sample, both
the pump and the dump beams were chopped at 250 Hz. The probe
and the reference beams were then dispersed, after the interaction with
the sample, on two 512 pixel diode arrays with a homemade
spectrometer based on transmission grating. The diode arrays were
integrating signals from two consecutive pulses, while control software
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first sorted acquired spectra into the pumped and the unpumped
group, and then each group was averaged out. For each time step 2000
shots were used. All the beams had identical polarization. The PP and
the pump−dump delays were varied independently by means of two
motorized translation stages. The intensities of the pump (∼135 μW)
and the dump (∼200 μW) beams were chosen to achieve the linearity
of the PP signal (variation of the optical density ΔOD) and of the
damping amplitude. The dump pulse alone did not induce detectable
transient absorption signal. By using a peristaltic pump, the sample was
circulated through a quartz capillary (Vitrocom, 0.5 mm path length,
0.25 mm quartz window). The flow speed was chosen to ensure
sample refreshment for each laser pulse.

■ RESULTS
For every solvent, transient difference absorption spectra were
first collected in the standard broadband PP configuration.
Figure 2 presents a transient absorption at 400 fs for PSBR in

MeOH. All the spectral features expected for this system were
detected. In the blue spectral region, the spectrum is dominated
by a component having a negative ΔOD with a minimum at
430 nm. This feature is assigned to the S0 ground-state bleach
(GB) and to a partial overlap with the excited-state absorption
(ESA) at 510 nm induced by the S1 state.

22,48,49 The red part of
the latter absorption feature overlaps with the stimulated
emission (SE) with a maximum at ∼700 nm.21,22,48,49 All these
spectral features decay within ∼25 ps, leaving a relatively weak
(∼13 mOD) quasi-constant spectrum taken at 50 ps. This
spectrum consists of a negative component under 530 nm and a
positive component in the red. The negative component of the
50 ps spectrum is assigned to the “all-trans − cis” difference
spectrum caused by the fact that the extinction coefficient
halves in going from the all-trans to the cis isomer.31,32 Instead,
a positive signal was observed for higher wavelengths (515 −
650 nm). According to Bismuth et al,48 this feature is assigned
to metastable s-cis photoproducts.
To obtain the S1 relaxation dynamics, we averaged the PP

kinetic traces into 700 ± 5 nm range since in this region the
response is due to SE only.19,49,50 The obtained traces (Figure
3) match well the excited-state decay traces resulting from
fluorescence up-conversion measurements.19,50

Once the retinal chromophore is brought from the ground to
the excited state by pump photons at 400 nm, bond order
change proceeds within <50 fs,51 leading to a sub-50 fs redshift
of the SE19 by more than 6000 cm−1. Consequently, the
maximum of the SE is within few tens of femtoseconds
centered around 700 nm and extends to >900 nm.19 Therefore,
introduction of photons at 800 nm, having half the energy of
the pump photons, dumps the S1 population back to the S0
state.

By using the dump pulse concept, two multipulse spectros-
copies have been performed. In the first spectroscopy, the
pump−dump delay was kept fixed, and the probe was scanned
in time. With this setup, the damping time constant and the
percentage of the population dumped from the excited to the
ground state were obtained from the PDP kinetic trace. Figure

4a shows the PDP kinetic traces at 475 and 700 nm resulting
from measurements where the dump delay was set at 500 fs. At
these probing wavelengths, the time traces represent the
dynamics of the ESA and SE spectral features, respectively.48,49

For reference, a trace taken without the dump is shown as well
(Figure 4a, dashed lines). The ratios between the traces with
and without the dump pulse R(t) = [ΔODdump/ΔODno dump]
are reported in Figure 4b. For delays >800 fs, the SE and ESA
signals are depleted by the same amount (∼66%). After the
arrival of the dump pulse, the depletion of both features
overshoots while approaching the asymptotic value of ∼66%
within ∼250 fs. A similar overshoot in the excited-state
bleaching was observed in large organic molecules14,52 and
halorhodopsin.53 The overshoot of the SE feature was also

Figure 2. Transient absorption spectra obtained from the PP
experiment. Inset: spectra at 50 ps with and without the dump pulse.

Figure 3. Kinetic traces at 700 nm from the PP scan and
corresponding multiexponential fits (dashed lines). The curves are
representing S1 relaxation in various solvents.

Figure 4. (a) Kinetic traces at 475 and 700 nm (ESA and SE,
respectively) for PSBR in methanol with and without the dump pulse
(ΔODdump, solid line; ΔODno dump, dashed line). (b) Traces R(t) =
[ΔODdump/ΔODno dump] for 475 and 700 nm (blue and red,
respectively) and multiexponential fit curve of the latter (black).
Upper graph reports residual of the multiexponential fitting of the R(t)
at 700 nm.
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dressed up with oscillatory modulations that were extracted by
subtracting the kinetic fits from the R(t) trace (the fitting
procedure is explained in detail in Supporting Information). A
Fourier transform of the fit residual showed that one low-
frequency mode at 210 cm−1 (fwhm 100 cm−1) predominantly
contributed to the modulations.
The PDP action traces were measured in the second

spectroscopy setup. The effect of the pump−dump delay on a
transient absorption, at a fixed PP delay, was detected, and the
lifetime of the reactive S1 state (τR), i.e., isomerization time
constant of the all-trans →11-cis isomerization, was measured.
The probe was fixed at a delay time of 50 ps with respect to the
pump. For such delay, the S1 internal conversion and
photoproduct relaxation were over,22,48 and only the “all-trans
− cis” difference spectrum (Fig. 2, red line) was observed. The
intensity of this feature, which is directly proportional to the
concentration of the photoproduct, was reduced (Figure 2,
inset) from 12 to 7 mOD when the dump pulse arrived within
τR. This proves that the dump pulse was perturbing the
photoreaction.
Obtaining an action trace with a significant signal-to-noise

ratio was challenging since the “all-trans − cis” spectrum had
intensity that reduced only by ∼5 mOD after the interaction
with the dump pulse. More than 10 independent dump delay
scans, with average scan duration of 25 minutes, were needed to
obtain a significant signal to noise ratio. Eventually, from the fit
of the PDP action trace (Figure 5) resulted by averaging traces

within 450 ± 15 nm (Figure 2, inset), τR was measured. In
contrast with the overall S1 decay, which is bi- or even
triexponential, the PDP action trace was monoexponential for
all solvents, showing that τR ranges from 2.8 ps for MeOH to
3.9 ps for ACN. In addition, it was necessary to include a 100−
120 fs rise in the fit. This time scale is comparable to the 110−
190 fs rise found in time resolved fluorescence experiments that
was assigned to the “fill-up” time constant (τFC on Figure 1b) of
the local minima on the S1 hypersurface.

19

Using this approach τR for different solvents was measured
with an unprecedented precision (Table 1). The lifetime of the

nonreactive S1 states (τNR1, τNR2) was then determined by
fitting the S1 decay with a bi- or triexponential function, while
τR was kept fixed. Another degree of freedom was removed
making the fit unequivocal and giving the fitting parameters
with a significantly lower uncertainty respect to previous up-
conversion studies.19−21 The lifetimes and the corresponding
relative amplitudes of the reactive and the nonreactive channels
(AR, ANR1, ANR2) obtained from the fit are reported in Table 1.
These amplitude data are particularly important since they
represent the percentage of the reactive and nonreactive
channel after the relaxation from the FC point.
In all solvents but ACN, a fast nonreactive state with τNR1 =

0.6/1 ps, and a relative amplitude ANR1 ranging from 18%
(MeOH) to 59% (cHex) was observed. Instead, a slow
nonreactive state with τNR2 = 5.2/6.7 and ANR2 = 35/70% was
detected in all solvents but cHex. AR was also observed,
increasing by ∼25% in going from polar (ACN, MeOH) to
nonpolar solvents (cHex, DCM). All the molecules reaching
the reactive state must pass through the CI where a further
population branching occurs. A significant percentage (ΦCI)
will isomerize finishing in the cis-isomer, whereas the rest will
return back to the initial all-trans configuration.
In principle, another pathway starting in the reactive

minimum and ending in the reactant ground state, avoiding
the CI responsible for isomerization, could be possible. Even if
this hypothetical path was present, a monoexponential decay of
the reactive population would be observed, since the total rate
constant for parallel kinetics is equal to the sum of the rates of
each channel. However, in the present experiment, as well in
other studies reported in the literature,3,16,17 there is no
evidence for such a parallel channel. Therefore, here the model
that interprets the experimental data with the minimum
number of parameters has been considered and used.
Knowing ΦISO from previous works31−33 and AR, the

branching ratio at CI can be calculated from: ΦCI = ΦISO/AR.
A clear increase of ΦCI was detected as the solvent polarity (εr)
was increased (Table 1). In particular, ΦCI was 34% in the
nonpolar cHex, increasing up to 39% in slightly polar DCM and
47% in MeOH, while reaching 90% in ACN.

■ DISCUSSION AND CONCLUSIONS

Main motivation for this PDP experiment was urged by the
need of disclosing the mechanisms responsible for ΦISO
enhancement observed in ACN. This problem could be
addressed by determining with high-precision (uncertainty
<0.5 ps) τR of the all-trans PSBR photoreaction in solution, by
considering the photoisomerization dynamics (∼1/τR), and the
amount of molecules ending in the reactive channel after
leaving the FC zone.
In experiments using a conventional PP setup the main scope

was obtaining the S1 lifetimes for different solvents (Figure 3).
The transient absorption data in MeOH reported in Figure 2
agree with the data measured in previous broadband PP

Figure 5. PDP action trace at 450 nm (averaged ±15 nm) for the
probe pulse fixed at 50 ps.

Table 1. Lifetimes and Relative Amplitudes of Nonreactive/Reactive Channels and Population Branching RatioΦCI in the CI of
All-Trans PSBR in Different Solvents

solvent εr ΦISO τR /ps AR τNR1 /ps ANR1 τNR2 /ps ANR2 ΦCI

ACN 35.94 0.27 ± 0.04 3.9 ± 0.1 0.30 ± 0.04 − − 7.8 ± 0.2 0.70 ± 0.03 0.90 ± 0.10
MeOH 32.66 0.17 ± 0.03 2.8 ± 0.1 0.36 ± 0.02 0.6 ± 0.1 0.18 ± 0.01 5.2 ± 0.2 0.46 ± 0.02 0.47 ± 0.09
DCM 8.93 0.17 ± 0.02 3.7 ± 0.1 0.45 ± 0.10 1.0 ± 0.2 0.21 ± 0.03 6.7 ± 0.7 0.35 ± 0.09 0.39 ± 0.10
cHex 2.02 0.14 ± 0.02 3.0 ± 0.2 0.41 ± 0.01 1.0 ± 0.2 0.59 ± 0.01 − − 0.34 ± 0.05
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studies.22,48 To our knowledge, previous PP studies in ACN,
cHex, and DCM are not reported in the literature. However,
the excited-state decay curves obtained in the present
experiment by probing the stimulated emission (Figure 3) are
very similar to those reported from fluorescence up-conversion
studies.19,20

The dump pulse “short circuits” the photoreactions by
moving a part of the excited-state population to the ground
state. It should be made clear that the dump pulse could not
selectively dump the population residing only in the reactive
channel, since the latter had practically identical S1 → S0 energy
as the nonreactive channel.19 Nevertheless, the fact that a part
of the nonreactive population was dumped to the initial (all-
trans) ground state did not influence the dynamics of the PDP
action trace but only its amplitude. This result can be explained
by considering that this part of the population would end up in
the initial all-trans state even in the absence of the dump pulse.
The relative magnitude of depletion of SE and ESA was

comparable, suggesting that only the S1→ S0 and the S1 → Sn
transitions were involved after the interaction with the dump
pulse. The initial overshoot of the dumping efficiency observed
in the SE (700 nm trace, Figure 4) was assigned to S0
wavepackets and S1 localized “holes” both impulsively
generated by the dump pulse. This mechanism is similar to
the one observed for halorhodopsin.53 The overshoot observed
in the ESA (475 nm trace, Figure 4) is a signature of the S1
localized “holes” only. The modulations at 210 cm−1 provided
more detailed information on the origin of these coherent
nuclear motions. Since the modulations were observed only in
the SE, they must originate from the S0 wavepackets.
Resonance Raman spectra in the low-frequency range have
been reported only for the 11-cis isomer.54 However, it is
reasonable to expect that spectra of the all-trans isomer to be
similar. Accordingly, the modulations observed in the present
study would be assigned to C−C torsions.
The 400 nm excitation initially generates population in the

FC region on the S1 and makes the chromophore more
flexible.55 The population subsequently relaxes along various
CC torsional coordinates and splits into reactive local
minima on the S1 potential surface

19,20 (called stationary point,
SP3) and into nonreactive channels. The fact that the PDP
action trace in all solvents presented a monoexponential decay
suggests that only one S1 intermediate local minima is reactive.
Although τR for the MeOH solution is the shortest, ΦISO for
ACN is 50% larger than for the other solvents used for the
present experiment. Instead, τR for ACN and DCM was
comparable, but ΦISO for DCM is as low as that of MeOH33

(Table 1).
The absence of correlation between τR and ΦCI proves that

simple Landau−Zener model25,26 is not applicable here.
Instead, this problem has been addressed in refs 42 and 57
by introducing the nonadiabatic CIs.
The three-step model,4,5 in which a small activation barrier is

present on the S1 surface along the isomerization coordinate,49

successfully explains the data obtained in the present
experiment. The existence of the barrier has been confirmed
in several experiments.22,49 In these experiments it was
concluded that the barrier height determines the reactive rate
and not the slope of the S1 surface in the vicinity of the CI. The
present results show that the influence of solvent on τR and
barrier height is modest for PSBR in solution, although solvent
properties change significantly (Table 1). Therefore, the
reaction velocity is not the key factor in determining ΦISO.

ΦISO is directly influenced by population branching at two
specific points on the S1 potential energy surface, i.e., at the FC
region and at the CI. The percentage of molecule finishing in
the reactive state after the first branching at the FC region
increases by at least 25% in going from polar to nonpolar
solvents. Nonetheless, this increase in the reactive population is
not reflected in the ΦISO enhancement. For cHex, the less polar
of the solvents used in this study, the yield was half the yield
found in ACN. The yield in DCM, having polarity and
polarizability close to cHex, was similar to the yield found in the
much more polar MeOH. These results unambiguously prove
that for achieving an efficient photoisomerization, it is not
sufficient to massively populate the reactive state.
Another very important factor is the percentage of the

reactive population ending up in the cis-isomer ground state
after the passage through the CI (ΦCI). Population dynamics at
higher dimensional CI is highly influenced by various
chromophore-solvent couplings of different origins.42,44,56

Here, since ΦCI rises with the rising of εr (Table 1), the
coupling with the orientational polarization field of the
environment, i.e. polar and polarizable solvent, becomes of
paramount importance. Since the PSBR photoisomerization
and the passage through CI involves the transfer of positive
charges,57,58 the chromophore couples strongly to dielectric
properties of the solvent.
This electrostatic interaction on a model PSBR in solution

has been treated in theoretical−computational study of
Burghardt and Hynes.40,42 They found that when the solvent
dipole moment was kept “frozen” in equilibrium to the charge
distribution of the S1 state in the FC point, the CI topology
changes from a “peaked” shape (for the isolated chromophore)
to a “sloped” shape. Recent ab initio calculations by Martinez
and co-workers used such a topology modification to rationalize
the bond selectivity of all-trans PSBR in solution.43 Moreover,
they suggested that the branching ratio in the “peaked” CI is
favored for isomerization efficiency with respect to the “sloped”
CI. The last example demonstrates how static environmental
effects, i.e., the change in the CI topology, can directly influence
ΦCI.
We note that polar solvent, after the FC transition is

gradually adapting to a new charge distribution in the excited
state, introduces an additional “tuning” mode.40,42 This mode is
described by solvent coordinate that increases dimensionality of
the CI.40,42 For example, the CI that was a point in vacuum
becomes a CI seam in solvent.
Besides introducing a static effect, the solvent can also induce

a perturbation of the dynamical character mostly affecting the
wavepacket path while approaching the CI seam.38,42 We
suggest that the change in ΦCI observed in going from MeOH
to ACN depends on these dynamic phenomena. Certainly, the
bulk dielectric response cannot play a significant role since
static dielectric constant and polarizability of MeOH and ACN
are very similar.
Recent quantum dynamical simulations of a PSBR model

(without the barrier on S1) in polar solvents including
dynamical friction effects have shown that the pathway from
the FC zone to the CI seam is not the same in water and
ACN.38,41,42 These two polar solvents have a “fast” and a “slow”
solvation process, respectively. Different approaches to the CI
seam resulted in a change of nonadiabatic transition location on
the PES.38 After this finding, it was concluded that solvation
dynamics and friction intensity play a significant role in
determining the cis/trans product ratio (i.e., ΦCI).
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The solvation in ACN, among all organic solvents studied by
Horng and co-workers,59 is dominated by the inertial
component (≈70% amplitude). This component, originating
from the interaction between the PSBR chromophore and
solvent molecules in the immediate proximity,60 is very fast (90
fs).59 In MeOH the inertial contribution is even faster (30 fs),
but it amounts up to 10% of the total solvation process.59

Although it remains unclear which model could explain the
increase of ΦCI in ACN, these results suggest that such an
increase is not connected to the collective (diffusive) relaxation
of the solvent but rather to the interaction of the PSBR
chromophore with the near-neighbor solvent molecules.
Here we report on ultrafast multipulse optical experiments

on the protonated Schiff base of all-trans retinal aimed to reveal
the mechanisms influencing photoisomerization yield (ΦISO).
The experimental results have been interpreted in the frame of
the three-step model where the excited-state population, after
photoexcitation, relaxes along different torsional coordinates
reaching several stationary points on the S1 surface. To isolate
the reactive state, PDP transient absorption measurements were
performed. τR and its dependence on the solvent polarity were
measured, and τR was slower in DCM and ACN (∼3.8 ps) and
faster for MeOH and cHex (∼2.9 ps).
On the basis of these results, we prove that the branching

ratio in the CI between the S1 and S0 surfaces (ΦCI) is the key
factor in determining the ΦISO of PSBR molecules in solution,
while ΦCI gets more favorable for isomerization as the solvent
polarity increases. In particular, in ACN ΦCI can be as high as
90%.
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and Dr. Nada Dosľic ́ for valuable comments and discussions on
the manuscript.

■ REFERENCES
(1) Klessinger, M.; Michl, J. Excited States and Photochemistry of
Organic Molecules; VCH Publishers, Inc.: New York, 1995.
(2) Yarkony, D. R. Rev. Mod. Phys. 1996, 134, 955−961.
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